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Introduction

In this paper I first introduce a grammar based on argument structure. And then I will propose a theory of agreement using this system. I will adopt a notation for argument structure that is based on predicate calculus (Partee et al, 1993). I assume the following properties of a predicate and an argument.
A predicate is an item that requires an argument to complete its semantic form. There is a dependency relation between a predicate and its argument. That is, an object is an argument of some predicate P, such that P is incomplete if the required argument is missing. The predicate depends on its argument(s) in order to complete the meaning of the event that contains the predicate and its argument. 
The next postulate is that a predicate must take an argument:
Every predicate requires at least one argument.
For example, assume FALL is a predicate and it requires one argument: the object that falls. If the argument is missing, I shall write this as shown in (3); the asterisk indicates that a postulate is incomplete. Variables are indicated by a single capital letter.  As I show below, CAPs indicate a lexical item (stem).
*P (—)
*FALL (—)
The underscore indicates that the argument is missing. An object such as LEAF may be an argument of FALL:
P (argument)
FALL( LEAF)
Of course, the grammar of English requires more predicates such as tense and the argument must occur as the subject of the verb (the leaf falls).
The fourth postulate states that an object takes no argument:
An object cannot require an argument.
Although all objects are nouns, not all nouns are objects. Many nouns are nominalizations of some predicate:
The falling of the leaves.
Here, falling is a noun (gerund) that is the nominalization of the verb fall, which requires an argument.
Another example of a predicate and its argument is given in the following example: 
John died.
DIE (JOHN)
Example (7) represents the lexical structure for (6). JOHN is dependant on DIE. DIE takes an argument that indicates the person who expired. Without the argument, DIE would be semantically incomplete. I will write all the lexical representation of all predicates and arguments in CAPS. Word forms will be written in lower case fonts except where a capital letter is required by Standard English orthography. 
Lexical Entries
JOHN and DIE are lexical items of the English language. As is well known, lexical items are stored in a speaker’s lexicon. Lexical items are required for standard speech. Lexical items store semantic information including subtle variations. In morphology the lexical item is a stem. Words that are considered semantically unrelated occur as different lexical items; e.g. seal. More interesting are words that are related semantically but which each must be considered a different lexical item:
smoke, intransitive verb ‘the chimney is smoking’
Smoke, verb transitive verb ‘John is smoking (cigarettes)’.
The argument structure of each verb differs. This is discussed below. 
The next major division is that of predicates. They contain operators and non-operator predicates. Non-operator predicates correspond to lexical items. Operators contain two members: logical operators and grammatical operators. Many logical operators are equivalent to grammatical operators in the sense that they are required by the grammar of a given natural language. For example, the logical negative operator, marked by various symbols depending on the approach, is required in all natural languages:
Ø (X)
NOT (X)
Example (10) represents the English negative operator. Of course, there are various ways to represent the negative operator in English and other natural languages. Grammatical operators that have no known logical equivalent include tense, mood and aspect for verbs, and definiteness for nouns. 
The largest challenge is differentiating operators from lexical stems. There is general agreement that nouns, verbs, and modifiers are lexical. The remaining predicates are operators with the exception of prepositions. Prepositions are an enigma in that they are limited in English and probably in all languages. There are a finite number of them and new prepositions cannot readily be created. They may have common lexically related forms, e.g.:
The chair is near the door. (preposition)
John neared the raccoon very slowly. (verb)
Betty saw the bear in the near distance (modifier)
Grammatical operators have grammatical functions that I will cover below. Although it is clear that near is semantically related in these three examples, each is a distinct lexical item. The argument structure of each item is given:
NEAR,  preposition (NP)
NEAR, verb (NP)
NEAR, adjective (NP)
The argument structure for smoke is given:
SMOKE, verb (NP)
SMOKE, verb (NP) (NP).
It is obvious that the lexical entries for SMOKE are insufficient. Each NP argument should include the theta (thematic) role:
 SMOKE, verb, (theme)
SMOKE, verb, (agent) (theme).
Theta roles are crucial for syntactic structure. How to account for related sets of lexical entries is beyond the scope of this paper. 
Syntactic Correspondence
I will limit this discussion to single eventualities. Situations and pragmatics lie beyond the scope of this paper. An eventuality here corresponds to a sentence. Rather than start with a verb as in (12b), I will start with a prepositional phrase. The reason for doing so will become evident later.
Consider the lexical argument form of near water.
NEAR (WATER).
First, there is no reason or evidence that, conceptually, there is any order between a predicate and its argument(s). By a long-standing convention, the argument has been written to the left its predicate, unquestionably influenced by syntactic word order in English.
One of the functions of syntax is to linearly order predicates and arguments as well as phrases and clauses. Borrowing a term from logic and currently in use by several linguists today, the predicate structure (13) is mapped to (14)  merely by ordering the predicate and its argument:
NEAR (WATER) ⇔ NEAR, WATER
The comma here indicates left-to-right ordering. I have dropped the parentheses enclosing the argument in the syntax. By convention, square brackets are included to represent a phrase. Labelling is not necessary:
[NEAR, WATER]
Of course, there are various notational ways to mark phrases.
Data mapping is an operation that transforms in some sense two forms. Logically, mapping takes two arguments: source and goal. Here, I will consider mapping to be an operation that takes two arguments:
mapping (source, goal).
On the one hand, the source in (16) is NEAR (WATER) and the goal is [NEAR, WATER]. On the other hand, the source may be [NEAR WATER] and the goal is NEAR (WATER). The latter is synonymous with interpretation. Given (12), it can be mapped to (interpreted as) (10). In this sense the source and goal are switched arguments. The latter is context sensitive. It is possible, for example, to have the following two mapping operations:
X ⇔ Z
Y ⇔ Z.
‘Z’ is a classical case of ambiguity found in all natural languages. X and Y will each occur in different context that is required for interpretation. I will not cover interpretation here. 
Mapping rule (11) should be made more general:
Preposition (argument) ⇔ [Preposition, argument]
Lexical classes are represented here with the first orthographic symbol in CAPS in order to distinguish them from the set of lexical items. A Preposition is one of the four members of the set of lexical categories. 
Operators that Take a Noun as an Argument
The first operator that I will introduce is the numeral operator. Numeral operators are usually limited to positive numerals, but this may not necessarily be so. I will limit this discussion to positive numerals:
one book
six horses
five and one half cans of soup.
2.4 inches
Numerals are probably the only operators that are infinite in number, but they are uniquely constrained by mathematical principles. They do not occur randomly as lexical items do.
The Numeral takes one argument: a noun.  Mapping rule (33) is derived from the more general rule of argument mapping in English (and many other languages): 
operator (argument) ⇔ [operator, argument].
 The argument follows and is adjacent to its operator. This rule is too limiting. One of the arguments of a verb and a predicate adjective occurs as a subject. Additionally, some lexical items take one or more arguments that do not occur in the subject position. I will defer these topics to a later discussion. The conceptual form ONE BOOK is mapped to (34) by the basic operator-argument rule (17):
ONE BOOK ⇔ [ONE, BOOK].
The allomorphs of ONE are {null, one, a an). [ONE, BOOK] cannot be spelled out phonologically until after agreement occurs, which I discuss below.
The next nominal operator is definiteness. The conceptual set of definiteness contains two members: [+Def] and [-Def]. [+Def]  contains two members: [+Prox] and [-Prox]:
Grass (grows in the field).
The grass (is always greener on the other side of the fence).
This grass (grows better than) that grass.
The indefinite operator is not phonologically marked.
I will now make an argument that is not standard in any work that I know of. The claim is that the argument of definiteness operators is a noun:
THIS (GRASS) or
[+Def, +Prox] (GRASS).
There is no difference between (20) and23 One is a notation variant of the other. That [+Def, +Prox] is equivalent to THIS is spelled out in a distinct part of the lexicon that contains operators and the features of those operators. 
There is no logical reason why the conceptual equivalent of a numeral phrase. The main argument rests on the fact that the argument of a numeral must be a count noun, not a mass noun. The argument of a numeral must be more specific. The argument must contain a noun:
Numeral (noun [+Ct]).
A phrase always contains the features of its head. As I will argue below, this is the only case of percolation that is needed in natural language. In the conceptual structure (20), there can be no numeral if (21) is true as I claim that it is. There are two choices for the argument of Definiteness. Either its argument is a noun or it must take two arguments: a noun phrase or a numeral. The former is a simple claim and requires no further features. 
The problem that arises is how to represent this in the syntax. As I have claimed above, there is no linear order in conceptual structure. This extends to Definiteness and Numeral operators. There are no conventional dimensions (1st, 2nd and 3rd). Representing the two operators that share a common argument is difficult as we are constrained to dimensional ordering (1st) in writing. Def is listed as:
Def (noun).
Recall that mapping rule (17) places the argument to the right of the operator. This remains basically true, but the two operators must be ordered in the syntax. That is,
*one the book
or any similar construction is ungrammatical in English (and in most if not all Indo-European languages). Writing a mapping rule linearly presents a challenge. 
 {Def Num (NP)} ⇔ [Def, Num, NP]
I introduce here the curly braces to represent two or more operators that take the same argument in a given situation. Mapping rule (24) is not a general, but one specific to languages like English. I should point here that the syntactic part of (24) does not imply that there is an internal structure, which would include there exists a NumP = [Num, NP]. The result is a flat structure that has been earlier discarded in syntactic theory. An argument must be made for it. The only argument that comes to mind is that [num, NP] can be replaced by the indefinite pronoun one or ones:
We bought some good books. I like the one that you are reading.
We bought some good books. I like the ones that you are reading.
We bought five good books. I like the three that that you are reading.
*We bought five good books. I like the three ones that you are reading. 
Although the pronoun one(s) is etymologically related to the numeral, it does not function as a numeral, since the numeral one can only be singular. In (25), however, it is clear that the NP argument of five is null. The pronoun replaces [Num NP]. Thus rule (24) must be modified. In example (25), the pronoun cannot occur in construction with a numeral.
This is a challenge. I have presented an argument above that a determiner does no take a numeral as an argument. Because of the evidence that NumP is a phrase in English syntax, I must rule the flat structure proposed above. 
Lexical ? Structure of Objects
Each object and each predicate may be modified by a group of modifiers that takes each object and predicate as its argument, respectively. A verb, for example takes an object as an argument as well as another predicate. I will focus on the object argument here. Consider the following phrase:
eat an apple.
Apple is the object and the argument of the verb. The numeral an, which is a variant of one, is a predicate and a modifier of the noun. The acting of eating per se is not concerned with the quantity of the object. There may be no quantity at all:
eat rice.
The same holds true for pronominal adjectives:
eat a red apple
The process of eating is not directly concerned with the colour of the object. 
The speaker may or may not wish to quantify or modify any object he utters with two exceptions that I can think of.  The grammar of English requires that count nouns be quantified with a numeral:
 John ate an apple.
John at six apples.
*John ate apple.
John eats apples.
Example (29) is unacceptable because it is not quantified. Example (29) is acceptable since it implies an indefinite numbers of apples. There are languages that do not require numbers before nouns, for example Russian:
Ivan s”jel jabloko
‘Ivan ate apple’
Ivan ate an apple.
The noun phrase has no direct conceptual equivalent. An object may be modified at the speaker’s will and by certain constraints of the grammar. Thus, I claim that a verbal predicate as well as prepositions takes an object as an argument that is called a noun in the grammar of English (and most, if not all, languages). 
Suppose that D and N and their respective modifiers occur is another dimension similar in some respect to the proposal of Goodall (1987). This dimension is not so much a parallel dimension. This idea comes from my claim about the conceptual structure of determiners and numerals. Nevertheless, word order and phrasing must occur. I will propose the incorporation of linking based on Chomsky (1981). I will argue this point in the next section on nominal agreement. In short, a link is developed between the operator and its argument directly.  
In the lexicon of virtually every speaker of English there should be the following predicates and the class of their arguments:
EAT (agent), (theme, noun)
SLEEP (agent, noun)
TWO (theme, count noun)
DEF (theme, noun)
The lexical structure of eat two apples is a bit more complicated; I am ignoring the agent here.
EAT ((TWO (APPLE)))
The argument of EAT is enclosed in the first set of parentheses. It must be APPLE here because of the logical structure (31). APPLE is also the argument of TWO, indicated by the internal set of parentheses. 
A link is established between EAT and APPLE, the predicate and its argument. 
5.2	The Noun
In the mapping of conceptual form to syntax, linking is the relation that a predicate has with its arguments. Linking with multiple arguments is put aside for further research. In example (58) the relation is shown with an arrow pointing to the argument of the operator. 
More than one operator, for example, modifies nouns. The following diagram for (58) illustrates multiple linking:
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In terms of set theory {BOTH, MAN}, {THIS MAN} AND {TWO MAN} form an intersection where MAN is in three sets simultaneously. 
There is a problem with the above diagram. Q c-commands D and D c-commands Num. The quantifier should c-command only its argument N (NP) as should Q and Num. This follows from the logic of these operators. Each operator in CF takes a noun as its argument. This should be mapped directly into the syntax. The evidence for this occurs in the following examples:
the two books
the air
*the two airs
There is no number in (34). There are two choices: on the one hand, Num is an argument of D in (34) or N is the argument of D in (34). On the other hand, the preferred claim is that D takes N as its argument, but no Q. In this case, the only argument of D is N. It is now suggested that diagram (58) be replaced with (35):
The proposed revised tree structure diagram for (58) is shown: 
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In this structure, each operator c-commands its argument and nothing else. When a form in CF is mapped to Syntax, a link is developed in some sense between the predicate and its arguments. 
The proposal is that each operator exists in a different dimension.  a different plane or dimension. This is idea has origins in Goodall 1987.[footnoteRef:0] Since THE and TWO are in different dimensions, they do not c-command each other. [0:  One mathematician that I know believes that all modifiers such has size, colour and weight are each in a different dimension. Note that such adjectives as big, small, large, little belong to a single dimension – size.] 

The predicate TWO is marked for [+Plural] and [+Dual]. The features [+Dual] and [-Dual] are each a member of the set [+Plural]. In order to account for the agreement of BOTH and TWO as shown in (40), which are marked as [+Dual], the noun stem must be marked as [_Dual] unless it is marked [-Pl], in order for agreement to succeed:
Certain features exhibit agreement. Nouns are inherent [+Ct] or [-Ct]. Number is not inherent in most nouns. Through agreement, nouns show morphological number. The vast majority of nouns contain the feature [_Ct], which means that [Ct] must be marked ‘+’ or ‘-‘. This is shown below. Some nouns are inherently plural and they have no singular form:
police, cattle, scissors, pants, breeches …
Mass nouns are inherently singular. Though many show a plural form, the meaning of the mass noun usually changes to ‘type of’ ‘species of’ and so forth. These forms have a singular with altered meaning. Forms like this are separate lexical entries, though they are somehow linked in the lexicon (Pustejovsky 1995).
The Lexical Entry for all is divided into three components: function, form and sign. Function includes the meaning of the lexical item and features that have meaning or features that are linked to meaning. The form contains information whether the lexical consists of one morpheme or more and certain properties about the form. Sign here is phonological, though signing of the deaf and the properties of whistles in whistling languages belong in this component as well. Various ways exist to represent a lexical entry. Two variations are shown below:
Two notational variations for the lexical entry of BOOK
Variation 1	
BOOK
[_Pl]
[+Ct]
stem
noun
/bʊk/
Variation 2 { BOOK, [_Pl], [+Ct], stem, noun, / bʊk/ }

Variation 2 is preferable for space reasons, but variation 1 is also used. The three components may seem like an arbitrary way of representing lexical items. However, there could be a reason for this. First, the function component cannot change. The sign component exhibits the most change due to allophonic distribution and morphophonemic distribution. Form shows little change. One change is the features [+Comparative] and [-Comparative]. Each may a suffix added to an adjective or adverb or each may be degree word that precedes the modifier. This basic componential analysis of the lexicon is found in Haspelmath (22x), though in a different form. 
The lexical entries for both, the and two are shown in Table ((38))
:
BOTH, { Stem, Q, [+Pl], [+Dual], /boɵ/}
THE { Stem D, [+Def, -Dem], /ðə/}
TWO { Stem Num, [+Pl, +Dual], /tu/}
The items BOTH and TWO seem to be the only two operators to be marked [+Dual]. The remaining numbers are marked [-Dual]. It is most likely that Indo-European noun stems were overtly marked for duality. Written records show duality in some Indo-European languages. Eventually, the feature became overtly unmarked in most Indo-European languages except the Slavic languages Slovenian and Sorbian, where the feature [Dual] remains overtly marked. The feature [Dual] is covert is most Indo-European languages. 
5.1	Agreement
Basically, agreement is a relation that holds between a predicate and its argument(s). In this paper I will focus on agreement in the English nominal system. For the sake of clarity, I will use the term link to represent this relation. A link is in not a specialized grammatical form of any type. 
As I have shown above, a numeral is adjacent to its nominal argument. All nouns carry a feature for plural. For most English nouns, the number is unspecified ([_Plural]. However, a few nouns are marked for [+Pl], and most if not all mass nouns are marked as [-Pl].
The numeral one is always marked for singular [-Pl]. The remaining numerals greater than one are marked for plural [+Pl].  For example, I will start with the following phrase:
two sandwiches.
The following diagram contains the variation of a tree structure proposed for (69):

The link shows the connection between the operator and its argument. Note that the features plural and count are connected.
The theory of agreement that I am proposing states that If two like features are linked or connected, they must share the same sign:
A phrase is ungrammatical if two it contains two connected like features that do not share the same binary sign. 
Example (40) can be simplified to:
If an argument and its argument share the same feature, the value of both features must be the same.
Initially this principle can be illustrated in the following example:
six people.
The number six is inherently plural and  people is among a small set of nouns that is inherently plural:
[[SIX, [+Pl, Ct]] , PEOPLE, [+Pl, +Ct]].
The operator and its argument are both [+Pl] and the phrase survives. Furthermore, both are [+Ct]. If the operator and argument do not agree for count, then the phrase will fail:
*four air.
[[FOUR], [+Pl], +Ct], AIR [-Pl, -Ct]].
Example (69) fails for two reasons: they do not agree for plural and count. Note that the intended lexical item AIR is a mass noun and is always singular. There are nouns that can be derived from mass nouns; for example airs. But AIRS is still a mass noun ([-Ct]/; therefore, ‘*four airs’ fails. Some count nouns are plural only and, consequently, cannot occur as an argument of a count numeral:
*one people.
Since most English nouns are not marked for inherent number, what happens if such a noun follows a plural numeral? Initially, the conceptual structure is given in 
ten laws
[[TEN, +Pl, +Ct] [LAW, [_PL], [+Ct]] 
The operator and is argument agree for the feature count. How is plural to be accounted for? There are two possible solutions.
In the first solution the positive feature plus is inserted to give the feature a value. It would be necessary to have a principle that bars features from not receiving a value:
Any feature that remains unmarked renders the construction ungrammatical.
If the minus value is inserted, agreement fails:
*ten law
 [[TEN, [+Pl]], [LAW, [-Pl]].
If the plus value is inserted, agreement succeeds.
In the second solution, this kind of noun has two fully specified forms in the lexical entry; one minus and one plus. In this case, two phrases may occur straight forwardly:
[[TEN, [+PL]], [LAW, [-Pl]].
[[TEN, [+PL]], [LAW, [+Pl]].
Obviously, (49) fails whereas (49) succeeds.
In this alternate hypothesis, both the singular and plural form of all nouns that can be both singular and plural are stored in the lexicon. This hypothesis is part of the fully specified lexicon hypothesis (Halle 19--). If this hypothesis is correct, then more work is needed on the structure of the lexicon.
At the moment there is not enough convincing evident to strongly support either hypothesis, although I am leaning toward the fully specified lexicon. Nevertheless, the principles and postulates that I am proposing here will account for date.
5.2	The Determiner Operator
Determiners are operators that also take a noun as its argument.
The determiner operator is required for all English nouns. The operator may be phonetic or it may be phonetically null:
the boy, boys
the grass, grass
as in:
The boy is tall.
Boys are tall.
The grass is green. 
Grass is green. 
The determiner operator may be understood as a set with two members: [+Def] (definite) and [-Def]. In (50b) and (50d) there is a determiner operator and it is phonetically null. The null determiner operator is always interpreted as [-Def]. A phonetically null string as in ‘X ø Y’ differs from a sequence of two strings ‘X Y.’ For example, if no adjective is modifying a noun string (‘X Y’), no adjective is implied:
The boy came home.
Here there is no adjective modifying boy. An adjective cannot be interpreted here. That is, example (52) cannot be interpreted ‘the large boy came home’ from the syntax alone. Adjectives are lexical; they are not operators, although they do take at least one argument. 
The determiner takes a noun as its argument. The following two examples support this claim:
The two books are not cheap.
 The grass appears greener this year. 
If there is no number operator for mass counts, then the determiner is the only operator besides that modifies the mass noun. The predicate entry for the number and determiner operators can be listed in the following way:
Num ({noun, [+Ct]})
Det (noun).
Definite determiners are phonologically overt and marked as [+Def]. Indefinite determiners are covert and marked as [-Def]. The indefinite determiner forms a binary opposition with the definite one:
a.	The two books are on the table.
Two books are on the table.
The use of the definite determiner means that the two books are already known to the speaker, either through discourse or through general knowledge (pragmatics). The lack of a determiner in (50b) does not mean that it is unknown whether the books are pragmatically unknown (maybe the listener knows special information about them or perhaps he does not) or it is not known whether there is a reference to them in the discourse. It simply indicates that there is no discourse or pragmatic information in the context of the sentence. 
The initial (underlying) structure for example (62a):

The feature [_Pl], which occurs in D and N, must acquire a sign. N must agree with Num: [_Pl]  [+Pl]. D is linked to N, in which case [_Pl] must also be marked ‘+’. Similarly, the feature [_Dual] in N must become marked ‘-’. Agreement is now complete in (64). 

5.3	Quantifiers
Quantifiers include such forms as all, every, each, both, any, some, many, much, more, few, a few, little, a little, and several . The quantifiers have different properties. For example, every is inherently [-Pl] and [+Ct]:
every book, *every books, *every rice.
All is singular if it agrees with a mass noun or it is plural if it agrees with a count noun:
all books, *all book, all rice, *all rices.
The example the phrase *all rices fails if rices refers to rice in general. If it refers to kinds of rice or species of rice, it succeeds because in the second meaning it is a count noun. 
Quantifiers take one argument — a noun. If the noun is a mass noun, the quantifier must contain the feature [-Pl]: 
all the six books
all (the) rice
*all the (one) book
some books
some rice, much rice.
The quantifier all does not have to be marked for plurality since there are no overt signs that it must in English. However, all must be marked as [Dual] just as both must be marked for as [+Dual]: 
*all those two men
both these (two) men
*both these three men
*both this (one) man
The quantifier all is marked as [+Pl] if it takes a count noun as its  argument or [-Pl] if it takes a mass noun as its argument:
all books
all water.
Marking all this way ensures the proper sign for plural on the noun. If all weren’t marked this way, then the ungrammatical singular forms would occur count on count nouns:
*all book
*all idea.
Thus there is agreement between all and the noun it takes. Mass nouns cannot occur in the plural. If somehow the string ‘all[+Pl] water’ occurs, then the string would be ungrammatical. The quantifier some is similar to all:
some books
some water
*some book
The quantifiers each and every are marked as [-Pl] as well as [+Ct]:
book, every book.
*each water, *every water.
Conclusion
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